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Peru’s Regional Growth and Convergence in 1979-2017: An
Empirical Spatial Panel Data Analysis

Juan Palomino Gabriel Rodríguez
Pontificia Universidad Católica del Perú Pontificia Universidad Católica del Perú

Abstract

This paper analyzes the process of spatial convergence of growth in Peru’s 24 regions over 1979-
2017. We perform an exploratory analysis of spatial data with global and local statistics, such as
Moran I, to provide empirical evidence of spatial dependencies in regional per capita GDP. We then
estimate the convergence equation using spatial panel models that control for spatial heterogeneity
and spatial interdependence, as well as other structural economic features at the regional level. The
empirical results show that spatial convergence is a very reliable conclusion over this period, and
prove that spatial regional per capita GDP spillovers play an essential role in determining growth at
the local level. Furthermore, the Spatial Durbin model is preferred in the formation of four clusters
of convergence. The first cluster is highly productive and dynamic; the second cluster is composed
by Jungle and negative-productivity regions; the third cluster is formed by moderately productive
and Coast regions; and the fourth cluster is composed by stagnating and Highland regions. Finally,
these results may be instrumental in giving greater focus to long-run government policies targeting
stagnant and poor regions.
JEL Classification: C21, C23, R11.

Keywords: Regional Convergence; Regional Spillovers; Spatial Dependence Modeling; Spatial
Panel Data Models; Clusters of Convergence.

Resumen

Este documento analiza el proceso de convergencia espacial del crecimiento en las 24 regiones de
Perú durante 1979-2017. Realizamos un análisis exploratorio de datos espaciales con estadísticos
globales y locales, como Moran I, para proporcionar evidencia empírica de dependencias espaciales
en el PIB per cápita regional. Luego estimamos la ecuación de convergencia utilizando modelos de
paneles espaciales que controlan la heterogeneidad espacial y la interdependencia espacial, así como
otras características económicas estructurales a nivel regional. Los resultados empíricos muestran
que la convergencia espacial es una conclusión muy confiable durante este período y demuestra
que los desbordamientos espaciales regionales per cápita del PIB desempeñan un papel esencial en
la determinación del crecimiento a nivel local. Además, el modelo de Durbin espacial es elegido y
usado para la formación de cuatro grupos de convergencia. El primer grupo es altamente productivo
y dinámico; el segundo grupo está compuesto por regiones de la Selva con productividad negativa;
el tercer club está formado por regiones moderadamente productivas y costeras; y el cuarto grupo
está compuesto por regiones estancadas y de la Sierra. Finalmente, estos resultados pueden ser
fundamentales para prestar mayor atención a las políticas gubernamentales a largo plazo dirigidas
a las regiones estancadas y pobres.

Clasificacion JEL:C21, C23, R11.

Palabras Claves: Convergencia Regional; Regional Spillovers; Dependencia Espacial; Modelos
Espaciales de Datos de Panel; Clubes de Convergencia.
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1 Introduction

Research is increasingly emphasizing the spatial dimension of economic topics. The importance
of taking spatial effects into account is extensively reviewed by Anselin (2013). Since then, a
growing literature has shown the importance of addressing the problem of errors, as well as the
misspecifications that may occur if spatial issues are ignored in data analysis involving geograph-
ical units. Among these issues, a prominent subject in macroeconomic literature that falls within
this approach is economic convergence. The proposed methodology suggests that the econometric
analysis of regional convergence should consider the possibility of spatial dependence between re-
gions. See, among others, Fingleton (1999); Rey and Montouri (1999); Moreno Serrano and Vayá
Valcarce (2002); and Pfaffermayr (2012).

Previous studies for Peru, such as Gonzales de Olarte and Trelles Cassinelli (2004); Chirinos
(2008); del Pozo and Espinoza (2011); Delgado and del Pozo Segura (2011); and Delgado and
Rodríguez (2015) estimate the convergence rate and test if there is convergence among regions. A
common characteristic of these studies is that they do not test for the presence of spatial effects
in the process of convergence among regions. It is possible, however, that if Peru’s regions are
spatially correlated, the rates of convergence found in these papers could be biased. In several
studies for different countries, the issue of convergence has been studied; see Aroca and Bosch
(2000); Badinger et al. (2004); Magalhães et al. (2005); Lundberg (2006); Buccellato (2007); and
Asuad Sanén and Quintana Romero (2010). These findings reveal considerable variability in the
outcomes, with periods of convergence but little evidence of long-run tendencies. In Latin American
countries like Peru, a significant concentration of economic activity in one or more regions presents
a challenge in modeling convergence. The case of Peru is further complicated by the markedly
uneven distribution of economic activity among regions.

This research reconsiders the question of regional per capita GDP convergence from a spatial
econometric perspective and aims at two central objectives. The first one is providing new insights
into the geographical dynamics of Peru’s regional growth patterns using methods of exploratory
spatial data analysis. The second one is proposing the estimation of convergence in per capita GDP
across Peru’s regions by using panel-data models such as the Spatial Autoregressive Model with
Autoregressive Disturbances (SARAR), the Spatial Lag Model (SLM), the Spatial Error Model
(SEM), and the Spatial Durbin Model (SDM) for 1979-2017; see Elhorst (2003); Millo and Piras

1This paper is drawn from Juan Palomino’s thesis for the Department of Economics, Pontificia Universidad
Católica del Perú (PUCP). We thank the useful comments of Efraín Gonzales de Olarte (PUCP), Pedro Herrera
(Ministry of Economy and Finance of Peru), and Paul Castillo (Central Reserve Bank of Peru and PUCP). Any
remaining errors are our responsibility.

2Juan Palomino. PUCP, Lima, Perú, Telephone: +511-986456469. E-Mail: juan.palominoh@pucp.pe
3Address for correspondence: Gabriel Rodríguez, Department of Economics, Pontificia Universidad Católica

del Perú, Av. Universitaria 1801, Lima 32, Lima, Perú, Telephone: +511-626-2000 (4998), E-Mail Address:
gabriel.rodriguez@pucp.edu.pe.

1



(2012); and Anselin (2013). This will allow us to extend the traditional β-convergence model to
include a rigorous treatment of the spatial correlation between the intercept terms. The value
added of this research is that it considers the geographical-spatial effect in regional convergence
models; and uses a longer period for a better analysis. Along these lines, it attempts to answer the
questions: (i) is it possible to identify a spatial convergence of per capita GDP in Peru’s regions
over 1979-2017?; (ii) are Peru’s regions spatially interdependent?; (iii) what is the role of spatial
factors in the growth and formation of convergence clubs? From these questions, our hypothesis
is that there is a spatial convergence of per capita GDP due to the spatial dependence between
regions; and that spatial effects determine regional growth through contiguity.

The results of our exploratory spatial data analysis indicate that Moran’s statistics are signifi-
cant for most of the period under study; and, therefore, there is spatial autocorrelation in per capita
GDP across Peru’s 24 regions. While the results of the estimates of spatial panel-data models show
that spatial effects are, in fact, relevant and based on the lower value of the AIC and BIC, our
preferred model is the SDM for the entire period. The results also show the formation of four
clusters of convergence. The first cluster is highly productive and dynamic (Lima and Moquegua);
the second cluster is composed by negative-productivity regions (Amazonas, Loreto, and Madre
de Dios); the third cluster is composed by moderately productive regions (Áncash, Arequipa, Ica,
Junín, Lambayeque, La Libertad, Puno, Tacna, and Tumbes); and the fourth club is formed by
stagnant growth regions (Apurímac, Ayacucho, Cajamarca, Cuzco, Huancavelica, Huánuco, Pasco,
Piura, San Martín, and Ucayali).

The remainder of this paper is organized as follows: Section 2 shows a brief literature review.
Section 3 provides an overview of spatial patterns in the geographic distribution of per capita
GDP across the 24 regions in 1979-2017. Section 4 introduces the methodology and data used for
quantifying the spatial spillovers of regional per capita GDP. Section 5 reports the test results for
the spatial interdependencies of per capita GDP and discusses the estimation results obtained from
the spatial panel model. Finally, Section 6 concludes with the main findings and policy implications.

2 Brief Literature Review

Several types of convergence have emerged in the literature, each one being analyzed employing
different methods. This section presents the convergence concepts and methods discussed in the
economic growth literature.

The first convergence concept is σ-convergence, where the standard deviation or the coeffi cient
of variation is used to measure the cross-sectional dispersion of per capita income over time. This
form of convergence has attracted much attention in the regional science and economic geography
literature; see Williamson (1965); Bernard and Jones (1996); and Carlino and Mills (1996). The
main idea is that a decrease (increase) in the standard deviation suggests convergence (divergence);
see Barro et al. (1991).

The second form of convergence occurs when poor regions tend to achieve faster growth than
the rich ones, resulting in all regions reaching the same steady state. To test this form of conver-
gence, several studies have employed a cross-sectional specification using ordinary least squares;
see Baumol (1986) and Barro and Sala-i-Martin (1992, 2004). This kind of convergence has been
labeled as β-convergence and has been used to interpret a negative estimate for β as support for
the absolute convergence hypothesis, since it suggests that income growth rates over the period
under study are negatively correlated with initial income. This hypothesis has been criticized by
theoretical and empirical studies in recent decades. Some criticisms come from Barro and Sala-i-
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Martin (1992), who used some extensions of the neoclassical model and proposed that there is a
conditional convergence; i.e., regions converge to their own steady state. For instance, Nagaraj,
Varoudakis, and Véganzonès (2000) find evidence of conditional convergence among India’s regions
in 1960-1994, as well as convergence between states that share similar features such as financial
development, infrastructure, and education.

Regional convergence studies are originally cross-sectional in nature and are estimated using
ordinary least squares. For example, Barro (1991) applies a cross-sectional econometric approach
to a set of regions in European Union (EU) countries, and concludes that they have a slow (3%)
convergence. However, Islam (1995) proposes a change in the assessment of convergence, as cross-
sectional studies have an omitted-variable bias, and performs a data panel estimation, concluding
that it is possible to control by specific countries and invariant economic features such as the initial
technology level.

A third perspective on convergence can be found in the time-series studies by Bernard and
Durlauf (1995); Carlino and Mills (1996); Gómez-Zaldívar and Ventosa-Santaulària (2010); and
Delgado and Rodríguez (2015). Here convergence requires that the long-run forecasts of income
differences between economies tend to 0; that is, economies catch up with each other. As noted
by Bernard and Durlauf (1996), this definition does not hold if shocks on individual economies
persist into the indefinite future. In the presence of such shocks, the income series would contain
unit roots and, because of this stationarity requirement, this concept of convergence is known as
stochastic convergence. The results from the cross-sectional (β and σ—convergence) and time-series
studies (stochastic convergence) seem to be at odds. Cross-sectional tests (Barro et al., 1991;
Barro and Sala-i-Martin, 1992; Mankiw et al., 1992) generally find evidence of convergence, while
the time series tests (Quah, 1993; Bernard and Durlauf, 1995) have tended to fail to reject the
no-convergence hypothesis.

Hence, as pointed out in the introduction, the economic analysis of regional convergence is
focusing increasingly on issues relating to the spatial dimension. The latter is crucial for assessing
regional per capita GDP convergence. The literature suggests that the econometric analysis of
regional convergence should consider the possibility of spatial dependence among regions; see Fin-
gleton (1999), Rey and Montouri (1999); Moreno Serrano and Vayá Valcarce (2002); and Buccellato
(2007). For example, in the case of Europe, Badinger et al. (2004) perform a regional convergence
analysis for the EU (196 countries) over 1985-1999. They apply a spatial filter to the variables
to isolate spatial dependence; perform calculations using the Generalized Moment Method for dy-
namic panels; and find a rate of convergence of 7%. Another research by Buccellato (2007) analyzes
the convergence of income levels between 77 regions in Russia using spatial dynamic panel mod-
els (spatial error and spatial lag) for 1999-2004 to assess the impact of oil production on regional
growth. The results show that the convergence speeds from the spatial lag and spatial error models
are 10% and 11.6%, respectively. Moreover, variables such as hydrocarbon production, trade open-
ness, and per capita foreign direct investment have a positive and statistically significant impact
on economic growth in Russia. Nowadays, the literature on spatial convergence models focuses
on observing whether the convergence processes are the same at the national, regional, and local
levels. For example, Dapena, Rubiera-Morollon and Paredes (2018) perform a convergence analysis
for the EU over 2000-2014 using a Durbin multilevel model with spatial effects. The results indicate
that a general process of convergence in the EU coexists with intranational divergence processes,
highlighting the relevance of the spatial level of analysis. Furthermore, they emphasize that the
relevance of the territorial scale is important for policy decisions due to behavior discrepancies at
the national and local levels.
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In the case of Latin America, Aroca and Bosch (2000) evaluate the hypothesis of convergence in
Chile’s growth pattern using spatial lag and spatial error panel models with fixed effects for 1990-
1998. They find a rate of convergence of 8.85% with high spatial concentration, where there are
two types of spatial clubs; i.e., productive and dynamic vs. lagging regions. Similarly, Asuad Sanén
and Quintana Romero (2010) analyze the hypothesis of β-convergence in Mexico’s states for 1970-
2008 through the geographical proximity between federal states and spatial economic concentration.
The study rejects the convergence hypothesis for the entire period, implying considerable regional
inequality. Additionally, they divide the series into two sub-periods and estimate a spatial error
model for 1970-1986, where the convergence rate is 25.6%. However, estimations for 1986-2008
suggest a lack of convergence between states, pointing to a divergence process and the existence of
convergence clubs.

For Peru, studies such as Gonzales de Olarte and Trelles Cassinelli (2004); Sutton et al. (2006);
Delgado and del Pozo Segura (2011); and Delgado and Rodríguez (2017) estimate the rate of
convergence among regions but do not test for the presence of spatial dependence among them. It
is possible, however, that if per capita GDP in Peru’s regions are spatially correlated, the rates of
convergence found in these papers could be biased. To our best knowledge, there are no applications
of this technique with spatial effects in convergence models for Peru.

3 Spatial Patterns of Economic Growth in Peru

This section provides an overview of spatial patterns in the geographic distribution of real per
capita GDP (expressed in constant prices 2007) and economic inequality across Peru’s 24 regions
in 1979-2017.

3.1 Economic Growth and Geographic Distribution

Peru has experienced a sharp rise in GDP since 1979. Figure 1 shows that the annual per capita
GDP has increased at an annual rate of 1.002% in 1979-2017. However, per capita GDP has not
grown uniformly across regions: since the 1990s the Coast has experienced greater intrarregional
economic activity due to a more extensive road infrastructure, which facilitates economic inte-
gration, and to the expansion of agro-export industries throughout the entire region; see Eguren
(2003). Although growth performance in the Jungle and Highland regions has been different during
the period under study (particularly during the 1980s, when per capita GDP in the Jungle began
to fall steadily until 1993), since 2000 a positive grow trend has emerged. However, growth in
both regions remained lower than in the Coast, even during the years following the liberalization
reforms, mainly because the latter affected the predominantly low-productivity agriculture in the
Highlands and Jungle, which compete with substitute imports; and export growth of new products
in the Coast contracted. As a result, an economic dualism set in, since modern agriculture, with
reasonably advanced technologies and high yields, began to concentrate on the Coast; and, at the
same time, subsistence and low-productivity agriculture concentrated on the other two regions; see
Gonzales de Olarte (2010).

Figure 2 presents the z-score of per capita GDP for Peru’s 24 regions in 1979, 2000, and 2017.
It shows a clear division, as the majority of regions with above-mean GDP are located in the Coast.
Madre de Dios is the only Jungle region with an above-mean per capita GDP in each of those three
years. One explanation for this unusually high per capita GDP is the dynamic mining and services
activities in this regional economy.
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A comparison of the three years reveals some per capita GDP dispersion across regions over
time. First, the per capita GDP gap between the top (Moquegua) and bottom regions narrowed
between 1979 and 2017. In 1979, Moquegua’s average annual GDP was four standard deviations
above the mean value, about four times higher that in Amazonas, but fell in 2000 and 2017. This
change coincided with the implementation of Peru’s liberalization policies in the 2000s, as mentioned
previously. Second, most coastal regions experienced faster per capita GDP growth than the Jungle
in the 2000s compared with 1979. Although per capita GDP levels in Highland regions were still
relatively low in 2017, they were much closer to the mean than in 2000. In contrast, some Highland
regions, such as Áncash, Apurímac, and Pasco, experienced relative rises in per capita GDP; in
particular, Apurímac was reclassified from low- to high-per capita GDP region in 2017, mainly due
to the expansion of mining activities since 2010.

3.2 Regional GDP Inequality

In this sub-section we apply two convergence analyses to identify a possible per capita GDP catch-
up process. First, we calculate the β convergence by regressing the average growth rate in 1979-2017
at the initial level. The ordinary least-squares (OLS) method is used for the entire period. The
results (Figure 3) show this relationship and verify the existence of an inverse association process;
i.e., the poorest regions grew faster (1.17% per year) than rich regions. Moreover, some regions
with high per capita GDP and growth regions, such as Moquegua, Arequipa, and Loreto are left
out of this relationship, which suggests that they may converge towards their own steady state.
Similarly, Huancavelica and Huánuco begin with low income and growth, which suggests a different
growth dynamics in these regions.

Next, a σ-convergence analysis is employed to reconfirm the catch-up process. If the σ-
convergence drops, it implies the presence of per capita convergence. In addition to the most
frequently used summary measure of σ-convergence in the literature; i.e., the coeffi cient of vari-
ation (CV), this study uses four additional sigma convergence indices, as suggested by Monfort
(2008): the Gini coeffi cient, the Atkinson index, the Theil index, and the Mean Logarithmic Devi-
ation (MLD). The results (Figure 4) indicate that there is a pattern of declining per capita GDP
dispersion in Peru in absolute terms; i.e., there has been a reduction in economic inequality be-
tween regions. The dispersion for the last year (0.52) is smaller than the initial dispersion during
the first year (0.71). In the long run the movement of σ is not uniform, as it shows a way towards
convergence with a few exceptions, most notably the hyperinflation crisis of 1987-1992 and the
political instability episode of 1998-2001, where an increase in dispersion occurred. After these
years, there has been a somewhat modest reduction in regional inequality. This finding is in line
with the β convergence estimations in Figure 3, confirming that regional per capita GDP converged
over 1979-2017.

4 Methodology and Data

This section discusses the typology of spatial convergence models and the description of variables
for the estimation.

4.1 Spatial Econometric Model

To test the impact of spatial interactions on local per capita GDP, we estimate the regional per
capita GDP equation or convergence model using a spatial panel model that controls for unobserved
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spatial heterogeneity and spatial interdependence. Following Elhorst (2014), we add regional struc-
ture characteristics as explanatory variables in the convergence equation to control for regional
composition effects. The equation to be estimated takes the form:

∆ ln yit = αi + ρWp ln yit + βyit−1 + γXit + εit,

εit = λWpεit−1 + νit; νit ∼ N(0, σ2ν), (1)

where ln yit is the logarithm of annual per capita GDP of a region relative to the national average
for a vector of 24 regions over 1979-2017; Xit is a vector of explanatory variables containing regional
structural characteristics which vary according to observations i and time t; Wp is a NT ×NT row-
normalized spatial weight matrix with zero diagonal elements, which defines relations of proximity
between two regions (i and j); αi are fixed effects for each one of the regions i; |β| < 1 is the
parameter for convergence speed; and εit is white noise. This equation attempts to verify whether
the evolution of per capita GDP between a given region and the national aggregate is associated
with the distance that separates the region from the national average in the previous period.

The spatial weight matrixWp is built from the definition of IT ⊗WN of dimensions (NT ×NT ),
where IT is an identity matrix of dimensions T × T , and WN is constructed according to the
principle of Queen Contiguity; i.e., regions are considered neighbors if they share a common border
or vertex (LeSage and Pace, 2009). This specification is in line with Kelejian et al. (2013) and only
takes into account direct interactions between geographical neighbors.

With the definition of this spatial matrixWp, a series of tests are performed to provide evidence
of the existence of spatial autocorrelation in the least squares residuals for panel data. Recently,
Anselin, Gallo, and Jayet (2008) also specified the classical Lagrange Multiplier (LM) tests for a
spatial panel:

LMLagSpatial =
[ε′Wp∆ ln y/σ̂2]2

J
, (2)

and

LMErrorSpatial =
[ε′Wpε/σ̂

2]2

T × TW
, (3)

where J and TW are defined by

J =
1

σ̂2
[(WpY β̂)′(INT − Y (Y ′Y )−1Y ′)WpY β̂ + TTW σ̂

2],

TW = tr(W ′NWN +W ′NWN ), (4)

where ε denotes the residual vector of a pooled regression model without any spatial or time-specific
effects or of a panel data model with spatial and/or time period fixed effects; and Wp is the matrix
defined above. The null hypothesis is that there is no spatial autocorrelation.

Two spatial terms in equation (1); i.e., a spatially lagged dependent variable (Wp ln yit) and
a spatially correlated error term (Wpεit), measure spatial spillovers. The former, captured by
parameter ρ, which is the spatial lag parameter (|ρ| < 1), represents the direct regional spatial
spillover effect of per capita GDP. The latter, captured by parameter λ, which is the spatial error
parameter (|λ| < 1), measures the spillover effect between the unobserved provincial features that
may affect per capita GDP.
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Moreover, other spatial models may be obtained from this specification. If λ 6= 0 and ρ 6= 0, a
spatial autoregressive model with autoregressive disturbance, known as the SARAR model, results
from equation (1). A fixed-effect spatial lag model (SLM) is satisfied when λ = 0 and ρ 6= 0, and
this assumes that the effect of spatial interdependence is captured by the spatial lag in the growth
rate of per capita GDP, that is, ρ. This equation can be expressed as follows:

∆ ln yit = αi + ρWp ln yit + βyit−1 + γXit + εit,

∆ ln yit = (I − ρWp)
−1(αi + βyit−1 + γXit + εit). (5)

This matrix (I − ρWp) can be understood as a Leontief matrix in an input-output context.
Additionally, Wp is a matrix that captures spatial “linkages”between regions and ρ is a weighting
factor that determines the relevance of those linkages. This leads to the following interpretation: the
growth rate of a region depends not only on the initial level of income (yit−1) but is also affected by
its own characteristics αi and random disturbances from the surrounding regions. In terms of input-
output, the growth rate of a region is determined by its own characteristics, those of their neighbors
(direct effect), and those of their neighbors’neighbors (indirect effect). According to Elhorst (2010),
it is recommended to maximize (5) through a concentrated likelihood approach. Furthermore, fixed
effects can be recovered when we assume that the steady state is y∗it and ∆ ln yit = 0, so we obtain
the following equation:

αi =
1

T

T∑
t=1

(ln yit − ρ
N∑
i=1

wij∆ ln yit − βyit−1 − γXit). (6)

Moreover, the appearance of significant fixed effects (αi) suggests the existence of specific char-
acteristics in each region and, therefore, a trend towards a differential steady state. Note that the
spatial panel data approach not only captures different regional fixed effects, but can also be used
as a decision rule to form regional convergence clubs. Along these lines, the regions are sorted
from highest- to lowest-performing, according to estimated coeffi cients of their fixed effects, and we
proceed to perform the classification.

If ρ = 0 and λ 6= 0, we obtain the spatial error model (SEM). This model assumes that
the spatial dependence affects the estimation through the structure model errors. This model is
expressed as follows:

∆ ln yit = αi + βyit−1 + γXit + εit,

εit = λWpεit−1 + νit; νit ∼ N(0, σ2ν),

∆ ln yit = αi + βyit−1 + γXit + (I − λWp)
−1
it νit. (7)

In this caseWp captures linkages of spatial shocks between regions and λ is the weighting factor
determining the level of these linkages. This model is interpreted as follows: a shock originating
in a region will produce a random realization that not only affects growth in the region but in
the neighboring ones, and through them in the entire country-wide system. Again, a concentrated
likelihood approach can be adopted to estimate the parameters of the SEM.

On the other hand, there is another model called the fixed effects spatial Durbin model (SDM),
expressed as follows:
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∆ ln yit = αi + βyit−1 + γWpXit + εit. (8)

where Wp is included in the explanatory variables. Thus, the average of explanatory variables of
contiguous regions could affect per capita GDP growth in a given region.

The selection of the model is based on statistical criteria, which will be discussed later. The
choice of a spatial panel model with fixed effects (FE) instead of random effects (RE) is based
on the literature and statistical criteria. The literature suggests that the FE model is generally
more appropriate than the RE model, since spatial econometricians tend to work with space-time
data of nearby spatial units located in unbroken study areas, such as all regions in a country; see
Elhorst (2014).4 Moreover, this research uses a full sample rather than a representative sample of
all regions in Peru. Therefore, the FE model provides a better fit than the RE model, as suggested
by Wooldridge (2015). To further justify the choice of FE over RE models, this study also employs
Hausman’s specification test for both non-spatial (Hausman, 1978) and spatial panel models (Mutl
and Pfaffermayr, 2011).

4.2 Variables and Data Description

Although much progress has been made in recent times by the Regional Information System of
Peru’s Institute of Statistics and Information, spatial data availability remains a significant chal-
lenge. Data availability is still low and in many instances it is diffi cult to obtain harmonized data-
sets allowing consistent regional comparisons. In this research we use data for the log per capita
GDP expressed in constant 2007 prices. We have information for the 24 regions for 1979-2017.

The dependent variable in equation (1) is the natural logarithm of annual per capita GDP
in region i at time t. The explanatory variables for regional characteristics, denoted by Xit in
equation (1), are drawn from the literature on regional structural features. This research suggests
two possible reasons for spatial variations in per capita GDP growth: (i) economic structure; and
(ii) agglomeration.

The regional economic structure is considered an important determinant of per capita GDP
growth because it differs across regions for economic reasons and tends to vary through time.
Therefore, following Delgado and del Pozo Segura (2011), we include the share of agriculture and
manufacturing GDP in region i at time t to identify structural changes in the economic system.
The definition of the variables for the shares of agriculture and manufacturing is the percentage
of economic activity in region i for each industry. Previous studies have also highlighted the
importance of the specialization coeffi cient; i.e., the degree of similarity of the regional economic
structure with the economic structure of the country; see Gonzales de Olarte (2010). When the
index is above average, there is “regional specialization”and when it is below the average, there is
“regional diversification”.

Additionally, an important growth determinant in neoclassical models is the geographical ag-
glomeration of economic activities that can reinforce economic growth. Thus, we add population
density to our set of explanatory variables to control for agglomerated regions; see Martin and
Ottaviano (2001), Corrado et al. (2005). Variable definitions and descriptive statistics are reported
in Table 1. For example, the average regional per capita GDP for 1979-2017 is 9,429 soles, while the
sectors with the highest share are manufacturing and services, with 41.6% and 39%, respectively. It
should be noted that the coeffi cient of specialization in this period is low, so on average the regions

4Elhorst (2003) provides a thorough survey of the specification and estimation of spatial panel data models,
including spatial effects either in the form of error autocorrelation or of a spatially lagged dependent variable.
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are diversified. In terms of agglomeration, the population density is 31 inhabitants per km2. It
is expected that the use of these variables will not only allow establishing the effect that certain
factors have on spatial convergence, but also providing greater stability to the β coeffi cient when
analyzing it for the whole period.

5 Empirical Results

This section explains the results of the spatial dependence tests used to assess the incorporation of
space and presents the results of the spatial models.

5.1 Test for Spatial Interdependencies of Regional per Capita GDP

To test for the spatial interdependencies of regional per capita GDP, we adopt the Global Moran’s I
statistic proposed by Moran (1950). This statistic has been widely used in the literature on spatial
studies, as it is considered useful for measuring the degree to which activities in one location are
similar to those in neighboring locations; see, for instance, Ying (2000); Arbia et al. (2005); Guillain
et al. (2006); Bai et al. (2012); and Lottmann (2012). The Global Moran’s I statistic is calculated
by:

I = (
n

S0
)

n∑
i=1

n∑
j=1

Wij(xi − x)(xj − x)

n∑
i=1

n∑
j=1

(xi − x)2
, (9)

where n is the number of regions (24 in this study); Wij is the spatial weight matrix as discussed

previously; and S0 is a scaling factor equal to the sum of all the elements ofW ; i.e., S0 =
n∑
i=1

n∑
j=1

Wij .

Furthermore, xi is the annual per capita GDP for region i and x the mean value of regional per
capita GDP. The null hypothesis (H0) is the absence of spatial autocorrelation in the entire regional
system covered by the study. A positive coeffi cient indicates that contiguous regions have similar
per capita GDP levels, with a higher value implying a stronger association. By contrast, a negative
coeffi cient reveals a dissimilar pattern in adjacent regions, with a lower value implying a stronger
negative correlation; see Ertur et al. (2006). When there is a balanced coexistence of both types
of correlations, the Global Moran’s I statistic approaches zero, indicating a random distribution of
per capita GDP across observations.

Table 2 shows the results of spatial autocorrelation for regional GDP over the entire period.
The results show that the Global Moran’s I statistics are positive and highly significant for most
years except 1988, 1990, 2009, 2011, 2012, and 2013, indicating a strong and positive spatial
interdependences in regional per capita GDP in Peru.5 That is to say, regions with a similar per
capita GDP (high or low) tend to be concentrated geographically. Moreover, the trend of spatial
integration of regional per capita GDP is intensified over time, as the Global Moran’s I statistic
increased from 0.094 to 0.176 between 1979 and 2017.

The above result confirms the hypothesis that the regions cannot be treated as independent
observations, but should be seen as a system where space is relevant due to the wide inequality

5The chaotic 1988-1990 period was characterized by high inflation, recession, and widespread corruption under
the first administration of Alan Garcia. In 2009, exports deteriorated in the wake of the global financial crisis. In
2011-2013, economic measures were introduced to expedite economic recovery.
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of GDP between regions. However, the Global Moran’s I statistics only reflect the overall trend
of spatial autocorrelation; i.e., it fails to identify outliers that run in the opposite direction to the
global spatial trend. To address this issue, we follow Anselin (1996) and employ the Moran scatter
plot to illustrate the relationship between each observation and their neighbors. The scatter plot
provides a visual impression of the overall stability of the global pattern of dependence, as well as
the ability to identify local regimes of spatial dependence that may depart from the overall pattern.
It is a bivariate scatter plot that places the unit values of per capita GDP for region i (GDPpci) on

the horizontal axis and spatial lag per capita GDP (lagGDPpcj =

n∑
j=1

WijGDPpcj

n∑
j=1

Wij

) on the vertical

axis, and each observation is located in one quadrant of the scatter plot.
Figure 5 shows two Moran scatter plots of regional per capita GDP for the initial (1979) and

final (2017) years, which are divided into four quadrants. The regions in Quadrant I represent high-
GDPpc regions with high-GDPpc neighbors, and those in Quadrant III low-GDPpc regions with
low-GDPpc neighbors. They are labeled ‘HH’and ‘LL’, respectively, and both indicate positive
forms of spatial dependence or a spatial cluster of similar per capita GDP. The remaining regions in
Quadrants II and IV, labeled ‘LH’and ‘HL’, represent low- and high-GDPpc regions surrounded by
high- and low-GDPpc regions, respectively, which can be identified as spatial outliers and indicate
negative spatial autocorrelations. In the scatter plots, most regions show that they are positively
correlated with their neighbors, since most observations (regions) are in Quadrant III (LL) for both
years. However, there are still a few regions that are negatively correlated with their neighbors
(points in Quadrants II and IV).

Figure 6 shows maps of Peru’s mainland indicating the geographic locations of the points in the
Moran scatter plot for 1979 and 2017 in Figure 5. Consistent with the findings shown in Figure 2,
both maps illustrate a clear division between Coast, Highlands, and Jungle. A comparison of those
two maps reveals four relevant findings. First, the regions with high per capita GDP and similar
high-GDPpc neighbors are Moquegua and Tacna, which are concentrated in the South Coast of
Peru in 1979. Second, the number of high-GDPpc regions located in the South Coast increased from
two to five between 1979 and 2017. Third, the regions with per capita GDP below the average and
poor neighbors are located in the North Coast and South Highlands in 1979. Fourth, this number
of regions in this cluster decreased from 14 to 11 by 2017, thereby moving the concentration of
poor regions towards the northern Jungle, Highlands, and Coast.

Next, a slightly different perspective from the scatter plot is provided by the Local Indicators
of Spatial Autocorrelation (LISA) developed by Anselin (1995). We employ LISA to test for the
significance of local association for each region in the Moran scatter plots because only significant
LL regions can be considered economic cores of low per capita GDP, as explained by Guillain et
al. (2006). The LISA statistic takes the following form:

Ii =

n∑
j=1

Wij(xi − x)(xj − x)

n∑
i

(xi − x)2
, (10)

where Ii represents the LISA of region i and the other symbols are the same as those in the Global
Moran I statistic.

Figure 7 illustrates the significance levels for each region in the Moran scatter plot. Although
the majority of regions show insignificant association with their neighbors (i.e., those shown as
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non-colored regions), the few statistically significant ones reveal two interesting findings. First,
Cajamarca’s low dynamism is due to its high dependence on agriculture and mining. Over the
period under study these sectors contracted as a result of adverse policies implemented in the
region, making it one of the least productive. Second, the map in Figure 7 shows that, in 1979,
all significant LL regions were located in the North Coast of Peru, while in 2017 the significant LL
regions were in the North Coast, Highlands, and Jungle.

The results from the application of the local Moran statistics to GDP values in each year of
the sample are summarized in Table 3. The number of years for which the local statistic provides
indications of clustering using a pseudo-significance level of p − value < 0.01 is reported in each
column. The first conclusion is that the local pattern of spatial association tends to reflect the global
trend of positive spatial association reported earlier. More specifically, local significant indicators
are in quadrant III of the scatter plot, reflecting LL clustering. The second conclusion is that
one strong regional clusters seem to be persistent throughout the 39 years. This cluster includes
the northern regions of Amazonas, Cajamarca, La Libertad, Loreto, and San Martín. The results
provide fairly strong evidence that clustering in these regions is not due to chance alone.

5.2 Parameters Estimates from Non-Spatial Panel Models

Our empirical analysis starts with a traditional panel regression analysis across Peru’s 24 regions
for 1979-2017. The estimation results from the non-spatial panel data models are presented in
Table 4. Columns (1) to (4) are those for the pooled OLS, the time period-fixed effect, region-
fixed effect, and two-way (both region- and time period-fixed effect) models, respectively. Hence,
we perform estimates of β convergence. If convergence holds, we would expect a negative and
significant coeffi cient for the variable referring to the initial condition. The results show that for
the four specifications, β convergence is a significant coeffi cient and very strong in magnitude. For
instance, the coeffi cient of β convergence for regional fixed effects is -0.133, which is lower than
the coeffi cient of the two-way fixed effects (-0.208). These results indicate that there is a long-run
convergence among Peru’s regions. Compared with other studies that use β convergence with the
same territorial scale, this coeffi cient is higher than reported by Delgado and del Pozo Segura (2011)
and Sutton et al. (2006) for Peru.

However, we perform a likelihood ratio (LR) test to verify the time- and region-fixed effects.
The LR test for the joint insignificance of the time-period fixed effects is rejected (179.14, p < 0.01).
Similarly, that for the joint insignificance of the region-fixed effects is also rejected (153.41, p <
0.01). These results suggest the extension of a fixed-effect model with both region-fixed and time-
period fixed effects as in Baltagi (2008), implying that specification (4) in Table 4 is the preferred
non-spatial panel model. This choice is also justified by the results from the LR test shown in the
last column of Table 4. Moreover, in the lower part of the Table, we report results of a Hausman
test (Hausman, 1978) comparing the specifications of the β convergence estimates. This test allows
us to discern which fixed effects are preferable. In this case, it states that the random effect suffers
from inconsistency because the p-value is lower than 0.05 and, hence, a fixed effect is a better
choice.

However, if spatial interdependence exists within the panel data, non-spatial panel models may
lead to biased and ineffi cient parameter estimates, given the omission of spatial interactions among
observations; see Franzese and Hays (2007). To test for the presence of spatial interaction effects
in our panel model, we follow Anselin et al. (2008) in conducting a Lagrange Multiplier (LM)
test for a spatially lagged dependent variable (“LM spatial lag”) and a spatial autocorrelated error
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term (“LM spatial error”). The results show that throughout 1979-2017, the classic LM test rejects
the null hypothesis of no spatial autocorrelation in the dependent variable (LMLag = 8.02 with
p− value = 0.004) and the hypothesis of no spatial autocorrelation in the error term (LMError =
8.885 with p− value = 0.003). The first version is very powerful against spatial dependence, both
in the form of error autocorrelation and spatial lag; but does not allow discriminating between the
two alternative forms of misspecification; see Millo and Piras (2012). Both LM tests have high
values and are significant. These results are consistent because in the period under study there
was a growing dependence between regions, as shown by the results of the exploratory spatial data
analysis discussed in the previous Section.

5.3 Parameters Estimates from Spatial Panel Models

Comparing the estimation coeffi cient in the fixed-effect model without spatial effects, Table 5 reports
the estimated results from spatial panel models. Columns (1) to (4) report the estimation results
from the SEM, SLM, SARAR, and SDM, respectively. First, to verify whether fixed effects provide
a better fit to the spatial panel model than random effects, we conduct the spatial Hausman test
for each model. The results, shown at the bottom of Table 5, suggest that random effects should
be rejected, and thus verify that the spatial panel model with fixed effects is preferred.

The results also verify that there is spatial convergence for each model because the significant
coeffi cient of β indicates that there is a negative relationship between the initial per capita GDP and
its growth rate for all models. Moreover, the speed of convergence is such that the average region
reduces the gap between per capita GDP and their steady state by approximately 13.3% each year
for the SLM. A similar pattern can be observed in the estimated coeffi cients for SEM, SARAR, and
SDM models, whose β coeffi cients are 13.9%, 14.8%, and 18.2%, respectively. Consequently, the
half-life of convergence (the average time necessary to eliminate the gap) is 5 years for all models.6

As expected, the results for spatial β convergence show that space plays a main role in the mandate
to create new macro-regions due to the heterogeneous process of convergence among groups, with
the outcome being a set of convergence clubs.

Taking a closer look at the differences between spatial parameters, one can observe interesting
patterns. For instance, the spatial parameters of the SARAR model are both significant, but
the spatial lag coeffi cient (ρ) is negative and the spatial error coeffi cient (λ) is positive. On the
contrary, when we compare the spatial lag parameters of the SLM and SDM models, ρ is positive
and significant. The interpretation of this parameter ρ indicates that the average log of per capita
GDP in contiguous regions has a positive impact on local per capita GDP. In the SEM model,
the spatial error coeffi cient λ is positive and significant at 1% level, and the interpretation from
an economic perspective is that a shock produced in a region affects not only the local region but
also contiguous regions; i.e., a shock affecting one region creates positive spillovers on its neighbors.
Finally, based on AIC and BIC, our empirical research shows that the fixed-effect SDM is preferred.
According to Lesage and Pace (2009), this model reduces the omitted-variable bias compared to
ordinary least squares (OLS), which is an important motivation for using it in empirical research.
Furthermore, this model has the main advantage that our dependent variable is related to spatial
lags of both the dependent and independent variables.

Apart from the parameters for the spatial variables, the parameter estimates for the other ex-
planatory variables are also informative. First, economic activity variables play important roles in
the determination of per capita GDP growth. The local share of agriculture and manufacturing

6See Arbia (2006) for further details concerning half-life issues.
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in the region are found to have significant positive impacts on local growth rates for all spatial
models. For example, a 1% increase in the regional share of agriculture leads to a 0.412% growth
rate increase, while a 1% increase in the share of the regional share of manufacturing has a positive
0.320% impact on the growth rate using the SDM. Similarly, the positive and significant parameter
for the specialization coeffi cient indicates that there has been an increase in the specialization of
activities in the regions over the period under study. For instance, if the specialization coeffi cient
increases by 1%, the average local per capita GDP growth will increase by 0.157%. On the contrary,
a 1% increase in regional population density will decrease per capita GDP growth by 0.114%. Ad-
ditionally, the SDM presents the results of spatially lagged explanatory variables for the contiguous
regions. In this case, per capita GDP of the neighboring regions positively affects the growth rate,
and the agriculture share of the neighboring regions negatively affects the local region.

In these estimations there are also the fixed parameters αi, which isolate the effect of omitted
variables, representing different structural characteristics of the regional economies. For this reason,
Table 6 shows the steady states by regions obtained from the SDM model for 1979-2017. For
example, the steady state coeffi cient for Lima is 2.5, twice as large as the steady state for Amazonas
(-2.014). With these steady state values we form spatial convergence clubs, which are presented in
Panel A of Table 7. The first convergence club, formed by Lima and Moquegua, is highly productive
and dynamic. The second convergence club is composed by negative productivity regions such as
Amazonas, Loreto, and Madre de Dios. The third club is composed by moderately productive
regions such as Áncash, Arequipa, Ica, Junín, Lambayeque, La Libertad, Puno, Tacna, and Tumbes.
The fourth club is formed by stagnant growth regions (Apurímac, Ayacucho, Cajamarca, Cuzco,
Huancavelica, Huánuco, Pasco, Piura, San Martín, and Ucayali).

We compared our results with the findings of the convergence clubs of Delgado and Rodríguez
(2015), whose methodology is based on the time series tests of Phillips and Sul (2009), shown in
Panel B of Table 7. They evaluate a different period (1970-2010) without considering Ucayali. In
contrast, our methodology criterion is of spatial proximity, which reflects the interaction between
the economies of all regions. These comparisons can be visualized in the maps presented in Figure 8.
For example, our first club of regions (Lima and Moquegua) is included in their Club 1. Meanwhile,
our Club 2, formed by Jungle regions (Amazonas, Loreto, and Madre de Dios) are scattered among
their Clubs 1, 2, and 3. The regions in our Club 3 (Ancash, Arequipa, Ica, Junín, Lambayeque, La
Libertad, Puno, Tacna, and Tumbes) are in their Club 2. Finally, regions in their Club 4 (Apurímac
and Huánuco) are in our Club 4 (low-productivity regions). In conclusion, our convergence clubs
are characterized by being spatially contiguous in productivity.

In addition to this comparison of different methods of forming convergence clubs, the curves of
relative per capita GDP for each club and their production structure are presented in Figures 9a-12b
to evidence the consistency among these convergence clubs over time. Figure 9a shows the regions
that are part of the first convergence club, which are bridging their differences and approaching a
single steady state. Furthermore, Figure 9b shows that Lima has diversified its economy because
it increased its share in the industrial sector and reduced its share in the services sector over the
period under study, while Moquegua has specialized over time by reducing from 86% to 76% its
share in the industrial sector, while its share in the services sector has risen from 8% to 16%. These
regions have little participation in the agriculture and construction sectors, although in Lima the
construction sector increased from 2.8% in 1979 to 5.2% in 2017 due to higher public investment
in road infrastructure.

Figure 10a shows the Jungle regions of Amazonas, Loreto, and Madre de Dios, included in the
second convergence club (the least productive regions). We can observe that Loreto’s per capita
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GDP decreased due to the loss of the oil canon, which reduces the Regional Government’s budget
for executing public works; see National Institute of Statistics and Information (2017). Similarly,
Madre de Dios’s GDP has decreased over time, explained by a decrease in mining due to interdiction
actions against illegal mining. Additionally, Figure 10b shows that the sectors that have contributed
the most to growth in the three regions are agriculture and services in 2017, unlike the construction
sector, which still has a low share, even though in recent years there has been more public and
private investment.

The production structure of the third convergence club is presented in Figures 11a and 11b.
These regions concentrate in the Coast and have greater production diversification, with higher
participation in manufacturing and services. The fourth convergence club is focused on the northern
and southern highlands of Peru, and the evolution of per capita GDP is presented in Figure 12a. For
instance, Pasco’s GDP had an increasing trend until the end of 2000, but then it started to contract.
Another particular case is Apurímac, which began with a low per capita GDP, reversed this trend
over the last five years and started to converge within the club. Moreover, previous studies as
Delgado and del Pozo Segura (2011), Delgado and Rodríguez (2015) indicate that Apurímac and
Huánuco are the most vulnerable regions due to low productivity. However, Apurímac is one of the
regions that has contributed most to Peru’s growth in recent years (2.5% according to the National
Institute of Statistics and Information, 2017). The main reason is the momentum of the mining
subsector, where copper, gold, and silver production increased. The agricultural subsector also
showed a positive performance due to higher production of corn, maize, and quinoa in a context
of favorable weather conditions. Thus, Apurímac will likely no longer be considered a vulnerable
region in the coming years. Figure 12b shows that the industrial sector, especially mining, has
greater participation in the Cuzco, Huancavelica, and Pasco regions. Likewise, the services sector
is more concentrated in the Ayacucho, Cajamarca, San Martin, and Ucayali regions.

5.4 Direct and Indirect Effects of Explanatory Variables

Previous studies may have only used the estimated coeffi cient of the spatial lagged dependent
variable (ρ) to test the hypothesis as to whether spatial spillovers exist. This may have resulted
in incomplete conclusions as the estimated results may diverge in the different specification of
spatial regression models; see LeSage and Pace (2009). To address this issue, we apply the partial
derivative measures introduced by LeSage and Pace (2009) and Debarsy et al. (2012) to calculate
the direct and indirect impacts of all the explanatory variables on the independent variable as a
supplementary analysis. Since the SDM has proven the most appropriate model, we confine the
simulations to the parameter estimates from the fixed-effect SDM. Table 8 shows the estimated
results for the direct, indirect and total (sum of the direct and indirect effects) effects produced by
simulating the parameters from spatial panel models using the maximum likelihood multivariate
normal parameter distribution and a series of 500 simulated draws.

The direct impact estimates shown in column (2) of Table 8 are similar to the corresponding
parameter estimates (in absolute terms) shown in column (2) of Table 5, but the former is slightly
larger. Their differences arise because the estimations on direct effects include some feedback loop
effects that occur as a result of impacts passing through neighboring regions to a specific region;
see Debarsy et al. (2012). If the estimates of the direct impact exceed the parameter estimates,
this reflects a positive feedback and vice versa. For example, the direct effect of the share of
manufacturing is 0.323, while the estimated coeffi cient of the share of manufacturing in the SDM is
0.320. As the difference between them is positive (0.003), increases in the share of manufacturing
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in neighboring regions have a positive impact on growth in a given region. Similarly, two other
explanatory variables, i.e., the log of regional population density and the specialization coeffi cient,
have a positive feedback effect, while the share of agriculture has a negative feedback effect.

The indirect effect estimations measure spatial spillovers rather than the coeffi cient estimations
of the spatially lagged dependent variable; see LeSage and Fischer (2008). This can be explained as
reflecting how a change in an explanatory variable in all other regions impacts on per capita GDP
growth in a given region. The indirect effect estimated for the log of regional population density
is positive and significant, indicating that this variable has positive spillover effects on neighboring
regions. Moreover, the indirect effect of agriculture is negative, suggesting that a decrease in this
activity will not only decrease per capita GDP growth in a particular region but, to a certain
extent, also in its contiguous regions. However, the indirect impact of the remaining variables is
not statistically significant. In sum, the positive (negative) indirect impacts (or spillovers) arise
because changes in those variables positively (negatively) impact per capita GDP growth in their
own regions. This, in turn, simultaneously affects per capita GDP in neighbouring regions due to
the existence of positive regional GDP spillovers.

Finally, a valid question in spatial econometrics is whether the results are sensitive to the
definition of the spatial weight matrix. In order to answer this issue, we perform several robustness
checks to show the sensitivity of our main finding. We use a different definition of spatial matrix
weights such as Euclidian distance and k -nearest neighbors. The results are very similar with our
findings.7

6 Conclusions

While the existing literature documents the factors leading to regional per capita GDP disparity,
few studies have considered the effect of spatial interactions on local per capita GDP. This study
seeks to highlight the pattern of per capita GDP convergence in Peru’s regions, as well as examine
spatial per capita GDP spillovers on local growth rates using data from Peru’s 24 regions over
1979-2017. This study differs from most previous work in this field by considering both spatial
heterogeneities through controlling for the fixed effects of each region and spatial interdependence
by incorporating a spatial lagged dependent variable and a spatially correlated error term.

Our empirical strategy is based on recent developments in exploratory spatial data analysis,
as well as an explicit spatial econometric approach. The overriding finding is that it is possible
to provide precise insights as to the geographic dimension of regional GDP growth, as well as
new evidence on the role of spatial effects in the formal econometric analysis of regional GDP
convergence. The application of standard tests in exploratory spatial data analysis reveals that
there is strong evidence of spatial autocorrelation in per capita GDP over the entire period. By
examining the spatial patterns of regional per capita GDP in 1979 and 2017, this study finds that
low per capita GDP regions are spatially clustered in northern Peru. One possible reason is that
low-per capita GDP regions have a negative dispersion effect on their neighboring regions; i.e., per
capita GDP spillovers exist across Peru’s regions. Therefore, neglecting spatial interdependence
when modeling convergence equations leads to biased and ineffi cient parameter estimates.

Thus, following the work by Elhorst (2003), we estimated four different models of spatial panel
data, namely: (a) SARAR, (b) SLM, (c) SEM, and (d) SDM. Our results reveal that estimating
spatial convergence through the SDM is more appropriate because it has the advantage that the
dependent variable is related with spatial lags for both the dependent and independent variables.

7The results of these estimates are available upon request.
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Our results reveal that there are four spatial clusters. The first club is formed by dynamic and highly
productive regions (Lima and Moquegua). The second club is formed by low-productivity regions
(Amazonas, Loreto and Madre de Dios). The third club is composed by moderately productive
regions (Áncash, Arequipa, Ica, Junín, Lambayeque, La Libertad, Puno, Tacna, and Tumbes).
The fourth club is formed by stagnant-growth regions (Apurímac, Ayacucho, Cajamarca, Cuzco,
Huancavelica, Huánuco, Pasco, Piura, San Martín, and Ucayali).

The following policy implications emerge from these findings. First, the presence of significant
spatial spillovers indicates that political decisions of local governments affect not only their own
regions but also adjacent ones, thereby requiring the central government to pay special attention to
coordination across sub-national administrative units. Second, the results reinforce the idea that
Peru needs to develop policies for the benefit of stagnant and poor regions, where GDP has declined
over time and which are vulnerable because they are close to poor regions. One possible solution
is that, if the central administration and/or local governments invest more in infrastructure and
education, per capita GDP spillover effects among regions will be even larger. This in turn will help
to reduce regional per capita GDP inequality. Thus, efective policies might contribute to promoting
growth in Peru.

Future investigations that can be derived from this work are related with the development of
new strategies for analyzing the evolution of the distribution of per capita GDP over time and space,
using spatial Markov models or non-parametric methods to allow non-linearity in the parameters
of the growth process. Finally, it is important to generate solid information at the provincial or
district level to develop studies on spatial econometrics with greater emphasis on specific territories
within Peru.
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Table 1. Descriptive Statistics for Variables, 1979-2017

Variable Mean Std. dev. Min Max Obs

Gross Domestic Product per capita 9429.826 7996.029 2317.332 52637.82 936

Share of agriculture in the region 0.121 0.073 0.015 0.385 936

Share of industry in the region 0.416 0.199 0.079 0.869 936

Share of services in the region 0.390 0.158 0.078 0.764 936

Share of construction in the region 0.073 0.058 0.007 0.499 936

Regional population density 31.035 46.658 0.388 321.298 936

Specialization coeffi cient 0.212 0.121 0.012 0.511 936

Data Source: National Institute of Statistics and Information (INEI), 1979-2017.
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Table 2. Global Moran I Statistic for Regional per Capita GDP

Year Moran’s I value Standard Deviation p-value Year Moran’s I value Standard Deviation p-value

1979 0.094 0.091 0.078 1999 0.127 0.098 0.054

1980 0.120 0.104 0.071 2000 0.134 0.098 0.050

1981 0.103 0.102 0.086 2001 0.127 0.099 0.053

1982 0.128 0.100 0.049 2002 0.112 0.094 0.064

1983 0.131 0.104 0.052 2003 0.114 0.090 0.054

1984 0.119 0.099 0.058 2004 0.112 0.089 0.052

1985 0.140 0.093 0.035 2005 0.106 0.087 0.060

1986 0.123 0.101 0.058 2006 0.105 0.092 0.064

1987 0.120 0.106 0.072 2007 0.111 0.100 0.073

1988 0.099 0.114 0.115 2008 0.090 0.092 0.093

1989 0.111 0.097 0.066 2009 0.077 0.093 0.113

1990 0.083 0.107 0.129 2010 0.091 0.096 0.097

1991 0.120 0.096 0.050 2011 0.095 0.106 0.113

1992 0.120 0.093 0.046 2012 0.099 0.104 0.101

1993 0.095 0.096 0.087 2013 0.090 0.102 0.114

1994 0.096 0.096 0.088 2014 0.105 0.103 0.090

1995 0.109 0.104 0.085 2015 0.113 0.104 0.083

1996 0.119 0.101 0.063 2016 0.160 0.111 0.049

1997 0.119 0.097 0.052 2017 0.176 0.112 0.037

1998 0.129 0.101 0.053

Data Source: National Institute of Statistics and Information (INEI), 1979-2017.
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Table 3. Summary of Local Measures of Spatial Association: GDP per Capita 1979-2017

Regions HH HL LL LH

Amazonas 2016− 2017

Áncash

Apurímac

Arequipa

Ayacucho

Cajamarca 1979; 1980; 1982; 1983; 1998− 2000

Cusco

Huancavelica

Huánuco

Ica

Junín

La Libertad 1979− 2000, 2014− 2017

Lambayeque

Lima

Loreto 1981; 1982, 1985− 1987 1988− 2017

Madre de Dios

Moquegua

Pasco

Piura

Puno 1979− 2017

San Martín 2015; 2017

Tacna

Tumbes

Ucayali

Moran Global 1979− 1987, 1989, 1991− 2008, 2010, 2014− 2017
Notes: Years local statistic is significant at 1%. HH, years local statistic is in quadrant 1 of Moran’s scatterplot;

HL, years local statistic is in quadrant 2 of Moran’s scatterplot; LL, years local statistic is in quadrant 3 of Moran’s
scatterplot; LH, years local statistic is in quadrant 4 of Moran’s scatterplot.
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Table 4. Estimation results of Convergence Model without Spatial Interaction Effects

Pooling OLS Region-Fixed Time-Fixed Two-Way Fixed

(1) Effects (2) Effects (3) Effects (4)

β −0.016a −0.133a −0.016a −0.208a

(0.004) (0.016) (0.004) (0.017)

Share of agriculture 0.160b 0.205a 0.218a 0.484a

in the region (0.066) (0.079) (0.069) (0.086)

Share of industry 0.113b 0.240a 0.150 0.353a

in the region (0.049) (0.072) (0.051) (0.072)

Share of service 0.062 0.004 0.096c −0.101

in the region (0.054) (0.083) (0.056) (0.086)

Log of Regional 0.006a 0.014 0.007a −0.166a

population density (0.002) (0.013) (0.002) (0.029)

Specialization coeffi cient 0.053 0.148b 0.058c 0.165a

(0.034) (0.063) (0.034) (0.062)

Fixed effects by year No No Yes Yes

Fixed effects by region No Yes No Yes

Half-life 42.744 5.266 42.261 3.334

Observations 912 912 912 912

R2 0.034 0.133 0.108 0.267

Log-likelihood 1127.108 1176.315 1163.450 1253.021

LR Test χ2(37) = 153.41 χ2(23) = 179.14 χ2(60) = 251.83

p− value = 0.000 p− value = 0.000 p− value = 0.000

Hausman’s specification tests χ2(6) = 175.59

p− value = 0.000
Share of construction is omitted because of collinearity. Letters a, b, c denote statitical significance at 1%, 5% and

10%, respectively.
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Table 5. Estimates Results using Spatial Panel Models with Fixed Effects.
SEM (1) SLM (2) SARAR (3) SDM (4)

β −0.139a −0.133a −0.148a −0.182a
(0.015) (0.015) (0.036) (0.016)

ρ 0.135a −0.378b 0.170a

(0.050) (0.179) (0.050)

λ 0.193a 0.494a

(0.053) (0.160)

Share of agriculture 0.277a 0.213a 0.353a 0.412a

in the region (0.082) (0.078) (0.129) (0.083)

Share of industry 0.270a 0.253a 0.276a 0.320a

in the region (0.071) (0.070) (0.101) (0.070)

Share of services 0.025 0.020 0.011 −0.055
in the region (0.081) (0.081) (0.125) (0.080)

Log of Regional 0.004 0.017 −0.034 −0.114a
population density (0.014) (0.012) (0.036) (0.026)

Specialization coeffi cient 0.156b 0.150b 0.165 0.157a

(0.061) (0.062) (0.131) (0.060)

W × GDPpc 0.056c

(0.032)

W × Share of agriculture −0.609a
in the region (0.121)

W × Share of industry −0.134
in the region (0.129)

W × Share of services −0.042
in the region (0.134)

W × Log of Regional 0.167a

population density (0.030)

W × Specialization coeffi cient −0.093
(0.138)

Half-life 4.985 5.201 4.690 3.815

N 912 912 912 912

R2 0.022 0.024 0.012 0.002

Log-Likelihood 1182.812 1179.890 1187.206 1209

AIC −2349.623 −2319.781 −2332.411 −2365.868
BIC −2311.098 −2223.468 −2231.283 −2240.661
Hausman’s specification test χ2(6) = 97.534 χ2(6) = 82.313 χ2(6) = 112.89 χ2(13) = 45.55

p-value= 0.000 p-value= 0.000 p-value= 0.000 p-value=0.000
Share of construction is omitted because of collinearity. Letters a, b, c denote statitical significance at 1%, 5% and

10%, respectively.
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Tabla 6. Steady State according to the SDM

Regions Value

Amazonas -2.014b

Áncash 0.213

Apurímac -0.201

Arequipa 0.876

Ayacucho -0.578

Cajamarca -0.134

Cusco -0.080

Huancavelica 0.478

Huánuco -0.820

Ica 0.991

Junín 0.244

La Libertad 0.709

Lambayeque 0.677

Lima 2.500b

Loreto -1.381c

Madre de Dios -1.977b

Moquegua 1.933b

Pasco -0.339

Piura -0.224

Puno -0.591

San Martín -1.168

Tacna 1.194

Tumbes 0.816

Ucayali -1.347
Letters a, b, c denote statitical significance at 1%, 5% and 10%, respectively.
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Table 7. Clubs of Convergence

Panel A. Clubs of Convergence using Spatial Fixed Effects Model (SDM)

Club 1 Lima, Moquegua

Club 2 Amazonas, Loreto, Madre de Dios

Club 3 Áncash, Arequipa, Ica, Junín, Lambayeque,

La Libertad, Puno, Tacna, Tumbes

Club 4 Apurímac, Ayacucho, Cajamarca, Cusco, Huancavelica,

Huánuco, Pasco, Piura, San Martín, Ucayali

Panel B. Clubs of Convergence by Delgado and Rodríguez (2015)

Club 1 Áncash, Arequipa, Ayacucho, Cusco, Ica, La Libertad,

Lima, Madre de Dios, Moquegua, Pasco, Tacna

Club 2 Amazonas, Cajamarca, Junín, Lambayeque, Piura

Club 3 Huancavelica, Loreto, Puno, San Martín, Tumbes

Club 4 Apurímac, Huánuco
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Table 8. Results from Estimations of Impact Measures

Variable Direct Effect Indirect Effect Total Effect

β −0.181a 0.030 −0.150a

(0.017) (0.039) (0.044)

Share of agriculture 0.396a −0.639a −0.243c

in the region (0.079) (0.136) (0.141)

Share of industry 0.323a −0.083 0.239

in the region (0.067) (0.145) (0.160)

Share of service −0.051 −0.047 −0.098

in the region (0.080) (0.153) (0.173)

Log of Regional −0.109a 0.174a 0.065a

population density (0.026) (0.031) (0.024)

Specialization coeffi cient 0.159a −0.070 0.088

(0.060) (0.160) (0.175)

Share of construction is omitted because of collinearity. Letters a, b, c denote statitical significance at 1%, 5% and

10%, respectively.
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Figure 1. Annual Peruvian per Capita GDP, 1979-2017 (Soles, at 2007 constant value).
Data source: National Institute of Statistics and Information (INEI), 1979—2017.
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Figure 2. Z-scores for Regional per Capita GDP in 1979, 2000 and 2017.
Data Source: National Institute of Statistics and Information (INEI), 1979—2017.
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Figure 4. Regional per Capita GDP Inequalities in Peru between 1979 and 2017.
Data Source: National Institute of Statistics and Information (INEI) 1979—2017.
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Figure 5. Moran Scatter Plots using Regional Annual per Capita GDP in 1979 and 2017.
Data source: National Institute of Statistics and Information (INEI), 1979—2017.
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Figure 6. Peruvian Maps indicating Positions of Points in Moran Scatter Plots in 1979 (left) and
2017 (right).

Data Source: National Institute of Statistics and Information (INEI), 1979—2017.
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Figure 7. Moran Significance Maps for Regional per Capita GDP in Peru in 1979 (left) and 2017
(right).

Data Source: National Institute of Statistics and Information (INEI), 1979—2017.
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Figure 8. Maps of Convergence Clubs
Data Source: National Institute of Statistics and Information (INEI), 1979—2017.
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Figure 9a. First Club of Convergence - Regional per capita GDP.
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Figure 10b. Second Club of Convergence - Share of Sectors in the Regions.
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Figure 11b. Third Club of Convergence - Share of Sectors in the Regions.
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Figure 12b. Fourth Club of Convergence - Share of Sectors in the Regions.
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